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Why Text-to-SQL Systems?
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e Manydifferent data sets are generated by users, systems and sensors
e Datarepositories can benefit many types of users looking for insights, patterns, information, etc
e Hence, the benefit of data exploration becomes increasingly more prominent.




Why Text-to-SQL Systems?

e Datavolume and complexity make it difficult to query data.

e Database query interfaces are notoriously user-UNFRIENDLY.

SELECT * FROM CITIES
WHERE 50 <

(SELECT AVG(TEMP_F)
FROM STATS WHERE
CITIES.ID = STATS.ID);




Why Text-to-SQL Systems?

Expressing queries in natural language can open up data access to everyone

To satisfy the needs of casual users of databases,
we must break through the barriers that presently prevent
these users from freely employing their native languages

which cities have
year-round average
temperature above
50 degrees?

Ted Codd (circa: 1974)
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The Text-to-SQL Problem

SELECT city FROM cities
WHERE 50 < (SELECT AVG(max_temperature
FROM weather_daily_forecast_log w
WHERE cities.city_id = w.city_id);

weather_status

id
weather_st

Weather Logs
number PK

varchar2(30)

which cities have

weather_daily_forecast_log

T

'

i

'

| weather_hourly_forecast_log

i |id number PK
year'round average Phoenix O 1| city_id number FK

1 | start_timestamp timestamp

| end_timestamp timestamp
temperatu re above [e} | | weather_status_id number FK

I | temperature number(3,1)
50 degrees’) | | feels_like_temperatur number(2)

1 | humidity_in_percenta number(3)

| wind_speed_in_mph  number(2,2)

| | wind_direction char(2)

I | pressure_in_mmhg number(2,2)

| | visibility_in_mph number(2,2)

'

city_id number PK FK
calendar_date date PK
weather_status_id number FK

min_temperature number(3,1)
max_temperature number(3,1)
avg_humidity_in_percenta number(3)

sunrise_time timestamp
sunset_time timestamp
last_updated_at timestamp

source_system varchar2(20)




Challenges

From the NL side

e Complexity of NL S
o Ambiguity “Show information about Péris”
o  References - Schema Linking “model” refers to car.model OR engine.model ?
o Inferences “President (of the USA) before Obama?”
o  Vocabulary Gap “composer” vs “songwriter”

e User Mistakes
o  Spelling mistakes “Which singer won the most Grammfeog?”
o  Syntactical/Grammatical mistakes “Show most actor played movies * 0O @




Challenges

From the SQL side

e Complex Syntax:

(@)

“Which countries have a GDP higher than the EU average?”

e Database Structure:

O  The user’s data model may not match the data schema

“Find directors who released a movie this year”

OOO

Simple NLQ that
might need 3,4 or

SQL is a structured language with a strict grammar and limited expressivity

Sounds simple but
needs a complex
nested query

5 JOINs
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System Workflow

User Interface
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Phrases & Terms & A nterpretations A

Phrases |
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Indexes &
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Generations of Text-to-SQL Systems

Keyword systems
a search engine-like functionality, where user queries contain just keywords, like “drama movies".

e Discover 2 2]
generates query interpretations as subgraphs (candidate networks) of the database
schema graph.

e DiscoverIR & 3]

information retrieval-style ranking heuristics to enhance the term disambiguation

process.

2 14
e Spark &

improved ranking and fast execution methods
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Generations of Text-to-SQL Systems

Enhanced Keyword systems

gueries with aggregate functions, GroupBy, comparison operators, and keywords that map to
database metadata.
syntactic constraints on their input to make sure they can parse the user query.

e.g., “‘count movies actress “Priyanka Chopra™".

ExpressQ & [3]
specific keywords trigger aggregate functions and GroupBy
SODA &2 16

enriches the system knowledge (i.e. inverted indexes) with additional knowledge
sources
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Generations of Text-to-SQL Systems

Natural language systems

e allow queries in natural language,
“What is the number of movies of “Priyanka Chopra"".

e NalLIR e
syntactic parser to understand NL.

e ATHENA & (8]
ontologies and ontology-to-data mappings

15



System Workflow

What movies have
the same director as
“Revolutionary Road”

T

User Interface

Query

Disambiguation & Understanding

Results ? —

SELECT DISTINCT movie tittle

FROM  movie, block0, block1
WHERE movie.mid = block0.mid AND
g 2 block0. pk_director =
Entity Interpretation SQL T ek pe dicc
Parser 1q M S _—
Ter[ns & a’pper Asozaotot Generator EX SELECT director.did, movie.mid
K d Sch El FROM movie, director, directed_by
CYWOE chema Element WHERE movie.mid = directed_by.msid AND
Phracac ' A [ Return ] [ same ] y directed_by.did = director did
ROOT movie MOVIE . Bk
SELECT director.did, movie. mid
Revolutionary road MOVIE.TITLE FROM  move, director, directed_by
Return [ director ] [ director ] WHERE movie fittle = “Revolutionary Road” AND
moviae MOVIE y movie. mid=directed_bymsid AND
= . - - — directed_by.did = director.did
[ director] [ movies | (movies ] (_movie ] !
director DIRECTOR
[ movie ] [ same | = e Knowledge ¢ Database

2 [ Revolutionary Road |

Bases
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o Language to Logical
Form with Neural
Attention

()
¢ Seg2SQL + WikiSQL
¢ SQLNet

o TypeSQL

e Coarse-to-Fine
e Spider

e [ncSQL

[ ]

o SyntaxSQLNet

e SQlLova
o IRNet

* X-SQL

e RAT-SQL

e ValueNet
)

[ ) 3
e BRIDGE
e SmBoP
e |[E-SQL




Text-to-SQL as Neural Machine Translation

Neural machine translation (NMT) approaches
map the text-to-SQL problem to a language translation problem
and they train over a large body of <NL, SQL> pairs.
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Evaluation of Text-to-SQL Systems

Several pain points

X No common datasets
- System evaluations have used different datasets of varying size and complexity.

X Small or proprietary datasets
-e.g., TPC-H (100MB) and DBLP (56MB)

X No standard, small query sets
- Different test queries, often not available to reproduce the experiments.

X Incomparable effectiveness evaluations
- none, user study, manual evaluation, comparison to gold standard queries

20



Two new benchmarks

WikisQL

Alarge crowd-sourced dataset for developing natural language interfaces for relational databases. WikisQL is the
dataset released along with our work Seq2sQL: Generating Structured Queries from Natural Language using
Reinforcement Learning.

Citation
If you use WIkiSQL, please cite the following work

Victor Zhong, Caiming Xiong, and Richard Socher. 2017. Seq2SQL: Generating Structured

eries from Natural

Language using Reinforcement Learning.

@article(zhongseq2s0L2017,
author 1

Catning Xiong and
Richard Socher},

title = {Seq25QL: Generating Structured Querles from Natural Language using
Reinforcement Learning),
Journal = {CoRR},
Volune = {abs/1709.00103},
year = (2017}
}
Notes

Regarding tokenization and Stanza --- when WikiSQL was written 3-years ago, it relied on Stanza, a CoreNLP python
wrapper that has since been deprecated. If you'd stilllike to use the tokenizer, please use the docker image. We do
not anticipate switching to the current Stanza as changes to the tokenizer would render the previous results not
reproducible.

Leaderboard

If you submit papers on WikiSQL please consider sending a pull request to merge your results onto the leaderboard.
By submitting, you acknowledge that your results are obtained purely by training on the training split and tuned on
the dev spiit (e.g. you only evaluted on the test set once). Moreover, you acknowledge that your models only use the
table schema and question during inference. That s they do not use the table content. Update (May 12, 2019): We
now have a separate leaderboard for weakly supervised models that do not use logical forms during trai

Weakly supervised without logical forms

Model Dev execution accuracy ~ Test execution accuracy
HardEM (Min 2019 844 839
LatentAlignment (Wang 2019) 794 793
MeRL (Agarwal 2019) 749 4/-0.1 748 +/-02

Spider 1.0

X5

Yale Semantic Parsing and Text-to-SQL Challenge

What is Spider?

‘Spider s 2 arge-scale conpiex and cross-domain semantc
parsing and textto-SQL datase! annotated by 11 Yaie
Students The goal of the Spder challenge s 1 develop
natural language ntertaces [0 cross-dor

i databases
consists of 10,181 questons and 5,693 unique complex SOL
queries 0n 200 databases wih muliple tabes covering 135
Gierent domains. In Spider 1.0, dfferent complec SQL
queries and catabases appear i ain and test sels.To 60
Wellon L systems must generalze wef (0 nof ony new SQL
ueres bat aso new database schenas.

Wity we cal i “Spier- 5 because our cataset s compiex
and cross-domain ke a spder crawing across mutpe
complex(utn many forexn keys) nests(Gatabases)

spi

Related challenges: mut-ium SParC and conversational
CosaL text1o-SQL tasks,

SParC Chatlenge (ACL'1S)
CoSaL Challenge (EMNLP19)

News.

Paper (EMNLP'

Please check out nice work rom Google

Research (ncluding new Spder spis) for stuaying
compostional generaization in semant. parsing!

IR We i use Test Sute Accuracy as our offeal
evaluaton meir for Spider. SParC. and CoSQL Piease
ina the evaluaton code from nere. Also, otk thal Test

ter May 02. 2020 onthe new
release (cotected some annolation erors)
ed

Whkh use our parsed SQL as the SQL inpul). Please

Leaderboard - Execution with Values

our

value i saL

However, For
value prediction, your mode! shoukd be abie {0 1) copy from the queston inpus, 2) fefreve

rom e

some annotaton errors).

« KT We corected some annolation erors and

Ran ol st
. SmBop + GraPpa 08 cortentusea) a
P— TetAvi Uniersty & Allen it fo 1
2 SRI0GE 12 + BERT erseroi) (08 conentise) 603
Salestoce Researcn
L et EMLP-Findnge 20
2 couBIE (08 conent s w2
Novels o Research
s BRIDGE 12 + BERT (08 cotetuse) s
i Salstoce Research
{3 1, e P .
. et + ART (08 conent o) w26
CEER Anonymous
s SRIOGE + BERT (08 content sed) w00
— Saiesfoee Research
P Pocngs 20) code
s aze + BERT (0B contentused) P
KRG Universityof Weshingion & Facebook Al Rescarch
rong 131 ENtL 2
Leaderboard - Exact Set Match without Values
nsias [S—
s, anaconduct
SaL ciause Poase o e paer nd e GinD pago o o

3
LIMIT 3°). Notce: Test resuls afer May 02, 2020 are reported on he new rekease (colected
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WikiSQL

e Large crowd-sourced dataset for developing NL interfaces for relational databases
o 80K NL/SQL pairs over 25K tables

e NL questions on tables gathered from Wikipedia
o Notentire databases!
o  The SQL queries that can be performed are quite simple

e Contains many mistakes

o Research suggests that the upper bound has been reached
o Human accuracy estimated at 88%

2 91 5eq25SQL (2017)
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WikiSQL: Example

N LQ Player No.
What nationality is the player Muggsy Bogues?
Leandro 20
Barbosa
SQL:
Muggsy 14
. . Bogues
SELECT nationality
WHERE player = muggsy bogues Jerryd 5
Bayless

Table: Toronto Raptors all-time roster

Nationality

Brazil

USA

USA

Position

Guard

Guard

Guard

Years in
Toronto

2010-2012

1999-2001

2010-2012

School
/Club
Team

Tilibra

Wake
Forest

Arizona
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WikiSQL: (Bad) Example

NLQ:
Name the most late 1943 with late 194 in slovenia
SqQL:

SELECT max(late 1943)
WHERE ! [ate 1941 = slovenia

A table copied incorrectly from Wikipedia resulted to
the generation of a SQL query that does not make much sense
and a NLQ that is even more incoherent!

Late Late Sept. Late Late
1941 1942 1943 1943 1944
Bosnia and
’ 20,000 | 60,000 | 89,000 108,000 100,000
Herzegovina
Croatia 7,000 | 48,000 78,000 122,000 150,000
Serbia (Kosovo) 5,000 6,000 6,000 7,000 20,000
Wikipedia Macedonia 1,000 2,000| 10,000 7,000 66,000
(original table) Montenegro 22,000 6,000 | 10,000 24,000 30,000
Serbia (proper) 23,000 8,000 | 13,000 22,000 204,000
WikisQL Slovenial821(831(84] | 2 000 4000 6000 | 34,000 38,000
(badly copied) Serbia (Vojvodina) | 1,000 1,000 3,000 5,000 | 40,000
Total 81,000 135,000 215,000 329,000 648,000
! Late Late Sept. Late Late 1978 Veteran
1941 1942 1943 1943 1944 membership
Croatia 7000 48000 | 78000 122000 150000
Slovenia 2000 4000 6000 34000 38000
Serbia 23000 8000 13000 22000 204000

Table: Yugoslav Partisans: Composition
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Spider

® Large-scale complex and cross-domain semantic parsing and text-to-SQL dataset

o 10,181 questions
o 5,693 complex SQL queries
o 200 databases from 138 different domains

® Annotated by 11 Yale students

® Queries of varying complexity

o Categories: Easy, Medium, Hard, Extra Hard
o SQL elements such as JOIN, GROUP BY, UNION

® Better quality and complexity than WikiSQL

¢? [10] Spider (2018)
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Spider: Example

Easy

What is the number of cars with more than 4 cylinders?

SELECT COUNT (*)
FROM cars_data
WHERE cylinders > 4

Hard

Which countries in Europe have at least 3 car
manufacturers?

SELECT Tl.country name

FROM countries AS Tl JOIN continents
AS T2 ON Tl.continent = T2.cont_id
JOIN car_makers AS T3 ON
Tl.country id = T3.country

WHERE T2.continent = 'Europe'

GROUP BY Tl.country name

HAVING COUNT (*) >= 3

Medium

For each stadium, how many concerts are there?

SELECT T2.name, COUNT (*)

FROM concert AS Tl JOIN stadium AS T2
ON Tl.stadium id = T2.stadium_id
GROUP BY Tl.stadium_id

Extra Hard

What is the average life expectancy in the countries
where English is not the official language?

SELECT AVG (life_expectancy)

FROM country

WHERE name NOT IN
(SELECT T1.name
FROM country AS Tl JOIN
country language AS T2
ON Tl.code = T2.country code
WHERE T2.language = "English"

AND T2.is official = "T")

26
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Natural Language Representation

How can we give natural language to a neural network?

e LSTM Neural Networks (1995) ¢ [12]

e Word Embeddings

o

One-hot Embeddings
Word2Vec (2013) 2 [13]
GloVe (2014) (2 [14]

WordPiece Embeddings (2017) ¢2 [15]

e The Transformer (2017) & [16]

e Therise of language models

O

BERT (2018) ¢2 [17]
RoBERTa (2019) (2 [18]
TaBERT (2020) ¢2 [20]

GraPPa (2020) ¢2 [20]
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GloVe Embeddings

e Create meaningful vector representations

e Unsupervised learning based on word
co-occurrence in the training corpus

e Useful linear substructures for word
relations

e Easyto find semantical near neighbours

e Pre-trained vectors created from large
corpuses are available for download

? [14] GloVe (2014)

woman
.O
madame
)
.
man
o .....» Greece
sir
Athens <o
Paris o o France

NearestNeighbours( frog) = [frogs, toad, litoria,
leptodactylidae, rana, lizard, eleutherodactylus]
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The Wordpiece Model

e Approaches like GloVe, Word2Vec, etc. The algorithm:

operate with a fixed word vocabulary e Uses atraining corpus and a number of

e Thevocabulary size is limited by the desired tokens (vocabulary size)

system’s memory . ) )
e Theinitial vocabulary contains all unique

e Inevitably there will be words that are characters

t-of- bul ooV ini i
out-of-vocabulary ( ) e More tokens containing multiple

e Toavoid this, we can use embeddings characters are added to the vocabulary

based on sub-word units
sed on sub-w uni e The goalis to minimize the number of

tokens needed to segment the training
@ [15] WordPiece (2017) corpus, subject to the vocabulary size
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GloVe vs Wordpiece

NLQ: What nationality is the player Muggsy Bogues?

Unknown
GloVe: rare words

(©)

1 [} M M | I I I ) [} [} [ | Il'?l
what', 'nationality’, 'is| 'the’, 'player’, 'muggsy’, 'bogues’, " Known

sub-words

Wordpiece: z

(©)

'what', 'nationality’, 'is), 'the’, 'player’, 'mug’, '##gs', '##y', 'bog', '##ues','?'

Using sub-words, we eliminate the possibility for out-of-vocabulary words,
as long as all characters were also present during the creation of the embeddings
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BERT

e Averylarge pre-trained neural network
o BERT Base: 110M parameters
o BERT Large: 340M parameters

e Canbe applied to a wide variety of NL tasks
o The pre-trained model is fine-tuned with additional task-specific layers
o Provided very good results (usually state-of-the-art) in many NL tasks
m Semantic Similarity (STS-B: 86.5 %)
m Linguistic Acceptability (CoLA: 60.5%)
m Natural Language Inference (QNLI: 92.7%)

¢ [17] BERT (2018)
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BERT: Architecture

Contextualized /(¢

Embeddings l\\

A
. -~ T ==
Encoder i
Layer L !
. N
Encoder )
Layer 1 :
- A — s — =
P e B  ——
Input !
P E, E,

Embeddings N

Output: A sequence of tokens of equal
length to the input

Uses many stacks of bidirectional
Transformer encoder layers

Input: A sequence of token embeddings

o  Uses Wordpiece embeddings
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BERT: Pre-training

e Training corpus of 3.3B words
o  BooksCorpus (800M words)
o  English Wikipedia (2.5B words)

e Themodelis simultaneously

pre-trained on two tasks

o  Masked Language Modeling (MLM)
o  Next Sentence Prediction (NSP)

Input = [CLS] the man went to [MASK] store [SEP]
he bought a gallon [MASK] milk [SEP]

Labels = MLM1: the, MLMZ: of, NSP: IsNext

Used for
NSP

b s

Used for MLM

299 o0

BERT

Sentence A

Sentence B
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BERT: Fine-tuning

e Aggregation function
o SELECT column

e Number of conditions
e Condition column .
o Condition operator Condition value

e Anapplication of Transfer Learning

f—%
o We have amodel (BERT) trained on a very e @ @ @
large corpus and a more general task
o  We add some extra layers and perform
additional training on our task

e We must make two decisions B E RT

o  Howto give our task’s input to BERT

Table Column
. J
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Similar to BERT, but
larger and with better
hyperparameters

OOO
e Initialized by RoBERTa-Large

e Synthetic pre-training datais created

from tabular datasets like:

o  Spider
o  WikiSQL
o  WikiTableQuestions

e Experiments show better performancein
text-to-SQL when using GraPPa instead
of RoBERTa

? [20] GraPPa (2020)

Pre-training tasks:

e Masked Language Modelling (MLM)

o Input: NLQ/Table Description + Columns
o  The network must predict the masked
words both in the NLQ and columns

e SQL Semantic Prediction (SSP)

Input: NLQ + Columns

The network must predict for each
column, if it appears in the SQL and its
role (e.g. SELECT, GROUP BY)
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A brief taxonomy

o

SQL

Schema
Linking

DB
Looku

Knowledge
Graphs

Learning
Links

Input
Encoding

NLQ & Cols
Separatel
Concatenate \
NLQ & Cols
NLQ with
each column

Decoder
Output

Sequence

Grammar
based
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Schema Linking

e Canwediscover schema links to help our
network?
o  Tablelinks
o  Column links
o  Valuelinks

e Some links are useful, some are not

e Plethora of techniques
o  Database Lookup
o  n-grams for partial matching
o  Knowledge Graphs for value matching
o  Using classifiers

e Maybe nolinking is better?

& Table link: department w

\
N

Value links: head_ID, Department_ID }

How many heads of the departments are older than 56 ?

SQL:

SELECT count(*)
FROM head
WHERE age > 56

k\/aue link: age

department

Department_ID
Name

Creation

Ranking
Budget_in_Billions
Num_Employees

PK

| management

Department_ID PK, FK
head_ID PK, FK
temporary_acting

head
head_ID

name
born_state
age
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Schema Linking Techniques

Entities of the DB and their references in the NLQ: tri-gram search is
NLQ might not be exact matches

needed to find this

e  For each department show the budget in billions

o More than one tokens can be used to refer to an
TGN EEETE . must be matched
similarity metrics entity e  Show all department directors { e » ]
/m with “head
heuristics from New York
e Searching for data value links can be very t e [ department |
must searchn in the D D PK
cumbersome in";’zxcfor; useareverse or if data is not Name il
. . el eps accessible, an external Createn
o  The size of the data might be prohibiting knowledge base is Bugecin BlliTe
o  Data values might be inaccessible due to privacy required e ETIE
issues We can use kr?owledg.e
graphs to get information
. about words from the NLQ
e Maybe a neural network can find schema links [ management head
Department ID  PK, FK ngndé“) PK
Use a classifier for {‘:jf:)a'gry_a . RICIER born,_state
schema linking B
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Input Encoding

How to structure the input for the neural network?

NLQ Encoder DB Encoder

t @T@ ‘_ﬂll________@{__ﬁf_@ i:ﬁ:@:

DB Columns

Common Encoder

Common Encoder

Graph Encoder

I S
| QoegRe
o0 eoe® © 00

Encode NLQ and
columns/tables separately

Concatenate NLQ and
columns/tables

Encode NLQ with each
column separately

Schema Graph encoding
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Input Encoding: Separate Encoding

e Used by the first text-to-SQL systems
(Seq2SQL, SQLNet) for WikiSQL

e The mainreason is the different format of the
NLQ and table columns
o  NLQ: Sequence of words
o  Column names: Sequence of sequences of words
°

The two different inputs must be combined
(attention, concatenation, sum, etc.)

NLQ Encoder

DB Encoder

NLQ

DB Columns
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Concatenation of NLQ & DB

e Widely used by newer systems
incorporating language models

e No need to combine different inputs

e Thedatabase schemais flattened into a
sequence of words

‘How’, ‘many’, ‘heads’, ‘of’, ‘the’, ‘departments’, ‘are’, ‘older’, ‘than’, ‘56, ‘7', [SEP],
‘department’, [SEP], ‘name’, [SEP], ‘creation’, [SEP], ‘ranking’, [SEP],
‘budget_in_billions’, [SEP], ‘num_employes’, [SEP], 'management’, [SEP],
‘department_id’, [SEP], ‘head_id’, [SEP], ‘temporary_acting, [SEP], ‘head’, [SEP],
‘head_id’, [SEP], ‘name’, [SEP], ‘born_state’, [SEP], ‘age’, [SEP]

Common Encoder

How many heads of
the departments are
older than 56?

department

Department_ID PK
Name

Creation

Ranking
Budget_in_Billions
Num_Employees

head

management

K _|
K name

born_state
age

Department_ID
head_ID
temporary_acting

PK, F
PK, Fl

43



NLQ with Each Column Separately

e Aunique approach proposed by HydraNet
(more later on)

e The NLQ is processed with each column
separately

___________
e Predictions are made for each column @
separately .

e Works very well on WikiSQL _":"__@_

e No similar approach for Spider

Common Encoder




Graph Encoding

e Usinggraphs allows the preservation of all

the schema relations
o Which columns belong to which table
o  Which columns are keys
o  Which tables are connected by foreign keys

e The words of the NLQ can be added to the
graph based on schema links and similarity

e Much more complex neural design

Graph Encoder
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Decoder output

Three main categories of text-to-SQL systems based on decoder output

e Sequence-based
e Grammar-based

e Sketch-based
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Sequence-based e onion 3016
2 191 Seq25QL (2017)
e We consider two sequences:
o NLQ (input sequence)
o SQL query (output sequence)

e Text-to-SQL becomes a sequence-to-sequence transformation problem
o The network learns to generate a sequence of tokens, which is the SQL query

nﬁj Simplifies the text-to-SQL problem

More possibilities for errors

o  Nothing prevents syntactical errors when predicting
o Rarelyused inrecent works
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Sketch-based Slot-filling & 125aiNe 2017

¢ [23]SQlova(2019)

e We have a sketch of the query with missing parts that need @@ [24]HydraNet (2020)

to be filled
e Sketch used by SQLNet:

SELECT <COLUMN>
(WHERE <COLUMN> (AND <COLUMN> ) )

Further simplifies the task of producing a SQL query into smaller
sub-tasks

€4 Hard to extend for complex queries

48



Grammar-based

e Generate asequence of rules instead of simple tokens

e Apply therules sequentially to get a SQL query

[;3_3 Easier to avoid errors

Can cover more complex SQL queries

€4 Needs more complex design

& [25]IncSQL (2018)
@ [26]IRNet (2019)

@ [27]1RAT-SQL (2020)
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A note on Execution-Guided Decoding

e Sketch-based approaches greatly reduce e Execution guided decoding helps the
the possibility of errors system avoid making such choices at

_ rediction time
e There arestill afew possibilities P

o  Aggregation function mismatch (e.g. AVG on e By executing partially complete predicted
string type) SQL queries, the system can reject choices

Conditiont ismatch (e.g. i . .
° oncition type mlsr,na ¢ (cf §-comparing a that create execution errors or yield
float type column with a string type value)
empty results

¢? [11] Execution-Guided Decoding (2018)
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Text-to-SQL
Systems

Taking a closer look on key
text-to-SQL systems

W 0 N O A WD

Seq2SQL
SQLNet
HydraNet
SQlova
SDSQL
BRIDGE
IRNet
ValueNet
RAT-SQL
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Seq2SQAL

e GloVe Embeddings
e Common LSTM encoders for all networks

e Separate networks predict different parts of
the SQL query

e Trained using reinforcement learning

NL Representation Schema Linking
GloVe embeddings None
Input Encoding Decoder Output
Separately Sequence

Encoder

NLQ L7
I
I
.

Column Selection

| R
[
|
|
! |
Headers Encoder
i Al \WHERE Clause

SELECT MAX ( budget)

? [9]1Seq25QL (2017)
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SQLNet

e Completely sketch-based

e Each component has its own pair of LSTM
encoders

e Introduces Column Attention
o  Aneural module in each network that tries to
emphasize words in the NLQ that might be
connected to the table’s headers

e Without Reinforcement Learning

NL Representation Schema Linking
GloVe embeddings None
Input Encoding Decoder Output
Separately Sketch-based

Column Selection
/
NLQ / Condition Number
Table \ ¥
Condition Column

|
[ ———— J\
Condition Operation
Condition Value

SELECT <AGG> <COLUMN>
(WHERE
(AND

# [221SQLNet (2017)
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HydraNet

e Works with the same sketch as SQLNet

e Almost completely relies on BERT
o  Simple linear networks make predictions for
the sketch’s slots using BERT’s output

e Eachcolumnis processed separately

NL Representation Schema Linking
BERT None
Input Encoding Decoder Output
Each column separately Sketch-based

e Aggregation function
e SELECT column

e Number of conditions
e Condition column

e Condition operator

99 690 90

Condition value

BERT

N

Table Column

J

¢ [24] HydraNet (2020)
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HydraNet

00 000 00

BERT

Table Column

NL Representation Schema Linking
BERT None
Input Encoding Decoder Output
Each column separately Sketch-based

P(ci e SQIQ) = sigmoid(WSC . CCLS)

For each column of the table, construct the input
for BERT containing the column_type, table_name
and column_name

Classification tasks:

(0]

o

o}

O

Predict if columniis in the SELECT clause
Predict an aggregation function for columnii
Predict if columniis in the WHERE clause

Predict a WHERE clause operator for column i

Predict the condition value for columnii:

(e]

For each NLQ tokenj predict if: (a) it is the start of
the value, (b) if it is the end of the value

¢ [24] HydraNet (2020)

P(yj = start|c;, Q) = softmax(W__ - Q'J.)
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SQLova

e Same sketch as SQLNet

e Concatenates table columns to NLQ for
simultaneous encoding

e Uses amuch more complex network after

taking the BERT outputs
o  Almostidentical to SQLNet

e Achieves lower accuracy on WikiSQL than

HydraNet
NL Representation Schema Linking
BERT None
Input Encoding Decoder Output
Concatenate Sketch-based

SQL

Condition
Number

NLQ Column
Encodings Encodings

96 900 00

BERT

Aggre Column Condition Condition
Fu Selection Column

Condition
Value

Operation

NLQ Table Columns

¢ [23]5Qlova (2019)

57



SDSQL

e Predicts SQL similarly to SQLova

e Schema Dependency learning along with SQL
prediction

O

O O O O

select-column (S-Col)
select-aggregation (S-Agg)
where-column (W-Col)
where-operator (W-Op)
where-value (W-Val)

e Automatically generate dependency training
data based on expected SQL

NL Representation Schema Linking
BERT Classifier
Input Encoding Decoder Output
Concatenate Sketch-based

[ NLQ [ Column Column

BERT
/\
i Schema Dependency
SQL Prediction Prediction

\‘{ Multi-task Loss J‘/

What nationality is the player Muggsy Bogues?

! 4
5-Col W-Col W-Val /

Player No. | Nationality | Position Years in School
Toronto /Club
Team

SELECT nationality WHERE player = muggsy bogues

¢ [30]1SDSQL (2021)
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IRNet - Schema Linking

e Considers all n-grams of length 1-6 in the NLQ Show | all |department) heads | bom | in | New | York
None |None Table Table |Column| None Value
e Ifan-gram matches a column or atable it is marked
as a complete match or partial match accordingly ﬁ
e Ifan-gramisinside quotes it is marked as a value
link g 9 [ Show all department heads born in “New York”

o Assumes that DB values are not accessible
o Value links are searched on ConceptNet to find the

linked column/table
mmmmmmmmo \

Department_ID PK

f \
e The NLQis split into spans based on the types of ! A | Name
discovered links | is-a : Ranki

' |

| )

Budget_in_Billions
Num_Employees

ConceptNet
N -
NL Representation Schema Linking
GloVe/BERT n-gram match, Knowledge graphs [ management head
Input Encoding Decoder Output Department_ID PK, FK head_ID PK
head ID PK, FK namng
Separately(GloVe)/Concatenate(BERT) Grammar-based temporary_acting :gg‘ﬁtate

P [26] IRNet (2019)



IRNet - Encoding

[[CLS]] [Show] [Table] [department] [:] [Value] [[SEP]] [department_id] [[SEP]] [Name] [[SEP]] E]
BERT

NL Representation Schema Linking
GloVe/BERT n-gram match, Knowledge graphs

Input Encoding Decoder Output

Separately(GloVe)/Concatenate(BERT) Grammar-based

Input can be encoded with GloVe or BERT
o  Accuracy with BERT is 8% higher

Schema link tokens are appended to the
matched NLQ spans

Spans with multiple tokens are reduced to
asingle token using LSTM networks

Column tokens are added to a type
embedding (int, string, etc.)

P [26] IRNet (2019)
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IRNet - Decoding

e Generates SemQL instead of SQL

e Generate a SemQL query as an Abstract Syntax
Tree (AST)

o UsesalLSTM decoder that predicts rules for
building the SemQL AST 28]

e When generating a column or table name, it can
make a prediction from:
o  All schema elements
o  Elements already used in generated query

(memory)
NL Representation Schema Linking
GloVe/BERT n-gram match, Knowledge graphs
Input Encoding Decoder Output
Separately(GloVe)/Concatenate(BERT) Grammar-based

)
Schema

Representation
~_ @@

SR
Memory

[ NLQ Representation

!

Decoder

Z
|
R
Select Filter
/I\ |

None Column Table

? head

P [26] IRNet (2019)
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ValueNet

e Focuses on better condition value prediction

o  Most systems working on Spider do not predict
condition values
o  Wedo not know the set of options for values

e Similar architecture to IRNet with some major
improvements

o  Adds value candidates to the input
o  Predicts queries using an improved SemQL 2.0

grammar
NL Representation Schema Linking
BERT NER, heuristics, n-grams, indices
Input Encoding Decoder Output
Concatenate Grammar

Show all department heads born in “New York”

Extended value candidate discovery
o  Value extraction using NER and heuristics
o  Value candidate generation using string
manipulation (e.g. n-grams) and indices to
search for similar values in the DB
o  Value candidate validation by looking up
candidates in the DB

Input Encoding: Concatenation of NLQ,
table names, column names and
discovered value candidates

¢ [31] ValueNet (2020)
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BRIDGE - Encoder

e Special tokens[T],[C] and [V] are used to
mark tables, columns, and linked values

e Schemal linking is performed only for values,
using fuzzy string matching against DB
fields’ picklists, for all tokens of the NLQ

e Encodedwith BERT + LSTMs

e Tables and columns are also processed using
schema info (type, foreign and primary keys)

NL Representation Schema Linking
BERT Fuzzy string matching with picklists
Input Encoding Decoder Output
Concatenate Sequence

[CLS], ‘How’, ‘many’, ..., ‘older’, ‘than’, ‘56’, ‘?’, [SEP],
[T], ‘department’, [C], ‘department_id’, ...,
[T], ‘head’, [C], ‘head_id’, [C], ‘name’, [C], ‘born_state’, [C], ‘age’, [V], ‘56’, [SEP]

[ NLQ ] Table ][ Column [ Table ][ Column ]

P
BERT
!
Bi-LSTM
! I
SRS Schema meta-data features

P ! ‘
L En':;“(ﬁng J L Schema Encoding )

¢ [29] BRIDGE (2020)
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BRIDGE - Decoder

e |STM-based decoder

e Ateach step, the decoder performs one of the

following actions:
o Generate a token from a vocabulary
o Generate a token from the NLQ
o Generate a token from the schema

e AllISQL queries are transformed to execution order

e Schema-consistency guided decoding using simple

heuristics
NL Representation Schema Linking
BERT String-matched values
Input Encoding Decoder Output
Concatenate Sequence

SELECT count(*) FROM head WHERE age > 56

l

FROM head WHERE age > 56 SELECT count(*)

S

SQL syntax constraints
All schema attributes must be from tables
appearing in the FROM clause

¢ [29] BRIDGE (2020)
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RAT-SQL - Encoder

e Question-contextualized schema graph
e Schema nodes and NLQ word nodes

e Edges arerelations between them from:
o  Schemarelations
o  Name-based Linking (exact or partial n-gram
match)
o  Value-based Linking (through DB indices or
textual search)

e Encoding with GloVe & LSTM or BERT

NL Representation Schema Linking
GloVe/BERT n-gram match, indices

Input Encoding Decoder Output

Schema encoding Grammar-based

[ department ] [heads]
/

QUESTION-TABLE
EXACT MATCH

i

management

QUESTION-TABLE
PARTIAL MATCH

head_id

foreign_key
department

age f
8 primary_key head_id

head name

¢ [27] RAT-SQL (2020)

65



RAT-SQL - Decoder

e Specially modified Transformers, for
relation-aware self-attention, biases the
network towards known relations (edges) f

]
o
3
o
-n
A
(@]
=

. _ LSTM Decoder
e SQL generation as an AST, by predicting a

sequence of decoder actions f

o  Uses asimilar LSTM decoder to IRNet [ S;Z'ZZ }—» Relation-aware Transformers

BERT

NL Representation SchemaLinking = | T T T T——— I _________________ R

GloVe/BERT n-gram match, indices Show] ( department | (heads) O O

Input Encoding Decoder Output | headid name  3ge
. management department head -

Schema encoding Grammar-based - _ T _____

¢ [27] RAT-SQL (2020)



Text-to-SQL System Overview

NL
Representation

System

Seqg2SqQL

HydraNet

SQLova

ValueNet

RAT-SQL

BRIDGE

matching_j

Schema Linking Input Encoding Decoder Output Accuracy
Sequence 59.4 %
Separate
68.0 %
For each column 92.2 %.
(using EG decoding)
89.6 %
(using EG decoding)
Classifier 92.7 %
__ fusing EG decoding) _
60.1* %
Grammar-based NA
Graph encoding 70.5* %
Picklist string Sequence 67 5* %

Execution
Accuracy
on
WikiSQL
Test Set

Exact Set
Match
without
Values on
Spider
Test Set

*Scores achieved using different language models and improvements
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Challenges

Benchmarks?

Focus on effectiveness based on the number of queries translated
They do not:

X measure query expressivity

X measure time

X allow for more than one correct answers

To build better text-to-SQL systems as well as combine the best of existing
approaches, we need to understand the capabilities of existing systems in depth.
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THOR Query Benchmark =

216 keyword-based and 241 natural language queries

divided into 17 categories

spanning 3 datasets of varying sizes and complexities: IMDB, MAS, YELP

Category

Keyword

No joins & no metadata
Joins & no metadata
No joins & metadata
Joins & metadata
Aggregates

GroupBy

Numeric constraints
Logical Operations

N € e

Vietadata synonyms
Value synonyms
Metadata misspellings
Value misspellings
Metadata stemming
Value stemming
Negation

Inference logic

brad Pitt”

“Brad Pitt" “Fight Club"

movie “Star Wars" prod_year

actor “Brad Pitt" movie

COUNT actor movie “Star Wars"

COUNT movie GROUPBY prod_year
movie prod_year=2010

movie prod_year=2010 or prod_year=2014

MAX COUN'T movie GROUPBY brod veg
m
woman actor

actor “Brad Pitt" movei

actor “Bred Pett" movie

actor names

females

movie not (COUNT actor > 10)
top movie

Natural Language
Find about “Brad Pitt" SQL Challenges
Did “Brad Pitt" act in “Fight Club"?

Find the production year of the movie “Star Wars"
Find the movies of actor “Brad Pitt"

Find the number of actors of the movie “Star Wars"
Find the number of movies per production year
Which movies were produced in 2010

Find the movies produced in 2010 or g4id

vV [1d e maximuin numper o1 m i
e NL Challenges
Find all women actors

Find the moveis of actor “Brad Pitt"

Find the movies of actor “Bred Pett"

Return all actor names

Return all females

Find the movies that do not have more than 10 actors
Return the top movie

/0)




Challenges

Universal Solutions?

Different data sets present different intricate characteristics
X Domain-specific or application-specific solutions: ontologies, knowledge bases

[E0IMDB BB MAS mmYELP |

Top-1 answer.

100 [1]

Try out a DL system on SDSS
(Sloan Digital Sky Survey )

% of correct answers

C1-C2 (C3-C4 C5-C6 C7
Query category groups

Can we build systems that work well for different datasets?
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Challenges

Deep Learning all the way?

Database-based approaches generate semantically correct SQL queries, NMT
approaches promise to be able to generalize to different types of queries and data
X Not there yet --> low query expressivity

Can we combine the best of both worlds?
- techniques?
- systems?
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Challenges

One answer or more?

Deep learning approaches generate one translation for a user query
X what if there are more than one way to answer a query

Show me ltalian 1 "business categorized as restaurant and as Italian”

restaurants

2 "business categorized as restaurant that serves ltalian”

We need to balance diversity and disambiguation
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Challenges

Answer Validation?

How can the user confirm that the results match the intention of the query?

Natural language explanations (or SQL-to-NL)
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Challenges

Fact Checking?[32,33,34]

Can we check a NL fact against a database?
Can we repair the claim with the correct information?
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More Challenges

e dealing with context
o text-to-SPARQL
o text-to-vis

Building Natural Language Interfaces to Databases has come a long way

... and has along way to go
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Thank you for your attention :)

George Katsogiannis-Meimarakis
Georgia Koutrika
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